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METHOD, APPARATUS, COMPUTER-READABLE MEDIA AND USER
INTERFACE FOR ANNUNCIATING PROBLEMS IN A SYSTEM

BACKGROUND OF THE INVENTION
1. Field of Invention

This invention relates to the management of systems and more particularly to
methods, apparatus, computer-readable media and a user interface for
annunciating problems in a system.

2, Description of Related Art

Tools exist for the management of system problems, such as those
encountered in telecommunications networks. These system management
tools typically operate on a PC or UNIX workstation and enable the
maintenance, surveillance and administration of multiple telecommunications
network elements making up the system. Such tools provide for management
of the network, that is, monitoring alarms, monitoring performance, managing

connections and testing for faults.

An objective of existing system management tools is to provide a centralized
view of a system so as to enable the operator to identify system problems
from multiple events or conditions, such as alarms and performance
degradations. For example, an initial root cause, such as an alarm, can often
cause a cascade or flood of subsequent events through the system. Many
events, such as alarms and performance degradations, can therefore be
symptomatic of a single system problem. When there are many such events,

it becomes difficult to determine which ones are correlated to a root cause

system problem.
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Some existing system management tools provide a GUI (graphical user
interface) to assist the operator. One example is HP Open View Network
Node Manager, provided by Hewlett-Packard Corporation of California, U.S.A.
Such tools commonly represent a number of telecommunications network
elements on a display in a topological configuration, but the display may be
cluttered with iconic representations of a state for each network element.
While such a display helps the operator to locate individual alarms or
performance degradations in a system, it may not help the operator identify
the relationships among these events and system problems, or root causes of

problems.

Root-cause analysis tools have been developed for telecommunications
networks and may correlate alarm events into problem sets, each set
consisting of a direct detected alarm event and a correlated set of
symptomatic alarm events. This automated correlation greatly reduces the
amount of time the operator would have to spend in manually filtering the
alarm events. Furthermore, such tools direct the operator's attention from
dealing with individual events to dealing with overall problem sets. Some
tools are capable of providing a brief probable cause description of the
problem set and of providing a reference that can be used to help correct the

problem set.

Most root-cause analysis tools are limited to use with certain types of alarm
events. From a flood of different types of alarm events, they select one type of
alarm and perform an exhaustive search for alarms of that type only. This
allows many different types of alarm events to be treated as symptomatic of a
single system problem.

Other tools allow an operator to examine service violations associated with an
event. Often, an operator is responsible for maintaining intended service

levels across the telecommunications network. These intended service levels

could relate to agreements with customers, for example. There may also be
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penalties or costs associated with failure of the system to comply with the
intended service levels described by clauses in a service level agreement
(SLA), for example. Compliance of a particular telecommunications network
element with a plurality of intended service levels may be crucial. Tools which
provide this type of information allow the operator to examine intended service
levels and observe service violations associated with a particular event or a

particular telecommunications network element.

Generally existing system management tools help the operator to diagnose
system problems and synthesize a great deal of information through a
centralized view of the system, such as the telecommunications network
described above. However, they leave a large amount of information to be
synthesized by the operator, unaided. The operator may have to examine
details of performance degradations to determine the system problems to
which they relate. The operator may have to separately examine details of
service violations to determine the system problems to which they relate, and
to determine the relative importance of the system problems. The operator
may use these determinations to prioritize the system problems and to
schedule and plan maintenance and repair of the system. However, little is
done by existing tools to summarize such details into problem priority
information that could assist the operator in quickly identifying and prioritizing
system problems. Consequently, there is a need for system management
tools which provide a better description of system problems to permit an

operator to better identify and prioritize system problems.

SUMMARY OF THE INVENTION

The present invention addresses the above need by providing, in accordance
with one aspect of the invention, a method and apparatus for annunciating
problems in a system. The method involves producing signals for

concurrently indicating a plurality of system problems and problem priority

information associated with the system problems, in response to data
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representative of system conditions. This conveys improved information

regarding problems in a system.

For example, a particular system problem may be related to performance
degradation in the system. Characterizing the performance degradation
information associated with a particular problem can be useful as priority
information. As another example, a particular system problem may be related
to service violation information detailing failure of the system to comply with
intended service levels, allowing prioritization of problem correction according
to business metrics. Characterizing the service violation information
associated with a particular problem can also be useful as problem priority
information. As a further example, a particular system problem may have a
relative importance in view of monetary penalties or lost income or customer
goodwill, while the problem remains uncorrected, for example. Characterizing
the relative importance of the system problems can be useful as problem

priority information.

In order to provide the association between the problem priority information
and the system problems, a correlation between data representative of
system conditons and system problems may be made. Performance
degradation information and service violation information, and/or alarm
information may be correlated with a particular system problem, for example.

The root cause of the system problem may also be identified.

Problem priority information may help the operator to understand system
problems by assessing the different perspectives provided by different priority
information. Optionally, the operator can also view detailed information
related to a particular system problem, such as performance degradation
information, or service violation information, and/or alarm information, for
example, in a system problem hierarchy, revealing a hierarchy of information

available to help the operator to prioritize and schedule repair or maintenance

activities.
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Preferably, the method involves quantification of performance degradation
information and service violation information represented in the data.
Correlating the performance degradation information and the service violation
information identifies the problem priority information associated with each
system problem. This correlated information may also be used to quantify a
relative importance of the system problems to provide further problem priority
information. The problem priority information for each system problem may
be depicted concurrently with the system problems. Details of performance
degradation information and service violation information may also be
available with priority information.

The method may also involve providing signals to display a system problem
hierarchy, listing the system problems, and listing the performance
degradation information, alarm information and/or service violation information
associated with a selected system problem. The method may further involve
the display details of selected data such as alarm data, performance data

and/or service violation information.

In accordance with another aspect of the invention, there is provided a
method of annunciating problems in a system. The method involves
displaying a plurality of system problems and problem priority information
associated with the system problems in response to data representative of
system conditions.

In accordance with another aspect of the invention, there is provided a
computer readable medium for providing instructions for directing a processor
circuit to produce signals for concurrently indicating a plurality of system
problems and problem priority information associated with the system

problems, in response to data representative of system conditions.
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In accordance with another aspect of the invention, there is provided a signal
embodied in a carrier wave, the signal comprising a code segment for
directing a processor circuit to produce signals for concurrently indicating a
plurality of system problems and problem priority information associated with
the system problems, in response to data representative of system conditions.

In accordance with another aspect of the invention, there is provided an
apparatus for annunciating problems in a system, comprising a device for
receiving data representative of system conditions and a device for producing
signals for concurrently indicating a plurality of system problems and problem
priority information associated with the system problems, in response to the
data.

Various aspects of the invention may be particularly applicable for use in
annunciating problems in a telecommunications network in which the system
problems and priority information are concurrently depicted, and optionally,
details of alarm data, performance degradation data and service violation data
correlated to the system problem may also be depicted. The network may
provide performance degradation information and service violation information
relating to the telecommunications network in data units. An alarm data unit
may provide information regarding an alarm raised by a physical network
element. A physical network element may be a network hub, a switch, or a
repeater, for example. A performance degradation data unit may provide
information regarding failure to meet a particular performance level based on
a particular performance metric. The performance metric may be a call rate
threshold or a frame loss rate, for example. A service violation data unit may
provide information regarding a failure to comply with an established service
level based on a particular service metric. The service metric could be mean
time between failures or latency, for example. Alarm data units, performance
degradation data units and service violation data units may be correlated to
the system problems. One of these alarm data units and/or performance

degradation data units may be designated as being the root cause of a
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system problem. The priority information in this embodiment may include
counts of the alarm data units, performance degradation data units and
service violation data units correlated to the system problem. The priority
information in this embodiment may further include a relative importance

value calculated from penalties associated with respective service violations.

Alternatively, embodiments of the invention may be applied to systems other
than telecommunications networks, such as service organizations, for

example.

Other aspects and features of the present invention will become apparent to
those ordinarily skilled in the art upon review of the following description of
specific embodiments of the invention in conjunction with the accompanying

figures.

BRIEF DESCRIPTION OF THE DRAWINGS

In drawings which illustrate embodiments of the invention,

Figure 1 is a schematic representation of an apparatus according to a first

embodiment of the invention;

Figure 2 is an exemplary screen shot produced by the apparatus shown in

Figure 1, showing service violation details;

Figure 3 is a second exemplary screen shot produced by the apparatus

shown in Figure 1, showing alarm details;

Figure 4 is a third exemplary screen shot produced by the apparatus

shown in Figure 1, showing performance degradation details;
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Figure 6

Figure 7

Figure 8

Figure 9

Figure 10

Figure 11

Figure 12
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is a block diagram of a signal generator of the apparatus shown in
Figure 1;

is a tabular representation of an alarm data unit received by the
apparatus shown in Figure 1;

is a tabular representation of a performance degradation data unit

received by the apparatus shown in Figure 1;

is an exemplary service violation data unit received by the

apparatus shown in Figure 1;

is a problem record produced by the apparatus shown in Figure 1;

is a flowchart of a process executed by a processor shown in
Figure 5, for correlating uncorrelated data units with correlated
data units of the type shown in Figures 6, 7 and 8 and for updating

problem records of the type shown in Figure 9;

is a flowchart of a sub-process initiated in the process shown in
Figure 10, for associating and maintaining a problem record of the
type shown in Figure 9 with a data unit of the type shown in
Figures 6, 7 and 8; and

is a flowchart of a sub-process initiated by the process shown in
Figure 10 for updating a problem record of the type shown in
Figure 9.

DETAILED DESCRIPTION

Referring to Figure 1, an apparatus for annunciating problems in a system,

according to a first embodiment to the invention is shown generally at 10. The
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apparatus includes a receiver, which in this embodiment is transceiver 12 for
communicating with system monitoring equipment (not shown) to receive data
representative of system conditions. The apparatus further includes a signal
generator 14 for producing signals at an output shown generally at 16, for
concurrently indicating a plurality of system problems and problem priority
information associated with such system problems, in response to data

received at the transceiver 12.

Generally conditions of a given system may be indicated by alarms,
performance degradations and service level violations, for example.
Typically, a service provider operating a system for providing a service will set
particular limits on the operation of the service, to monitor its performance. At
the same time, the service provider may have contracted with customers to
provide particular levels of service. In addition, certain aspects of the
performance of the system may be monitored for quantitative values, such as
data throughput, for example, on a network. In the discussion that follows, the
apparatus according to the first embodiment will be described in the context of
a telecommunications network. In such a telecommunications network, there
may be a plurality of network elements which may produce alarms such as to
reflect the failure of a communications subsystem, for example. In the event
of such an occurrence, a network manager device (not shown) may provide

alarm data, indicative of the communications subsystem failure.

In addition, the network manager device may provide indications of
performance degradations of network element equipment, such as an
indication of an actual marginal call rate relative to a threshold marginal call

rate, for example.

The operator of the network may have contracted with customers to
guarantee certain levels of service and to accept penalties for failure to

provide service at the contracted levels. Such commitments are normally set

forth in a service level agreement on a customer-by-customer basis. Thus, a
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company such as Air Canada may have a service level agreement with the
network service provider, whereby the network service provider agrees to
provide a mean time between failure of five days, with a penalty of $500.00

per second, for example.

In general, data relating to alarm information, performance degradation
information and service violation information is provided to the apparatus 10
by one or more components of the network. Such components may be
apprised of network technology, network topology, routes and paths and may
maintain a service level agreement database for each customer. Such
components may variously comprise network elements, network tools,

software devices or other technologies.

Based on data provided by these one or more network components, the
apparatus 10 effectively produces signals for concurrently indicating a plurality
of system problems and problem priority information associated with such
system problems as indicated in Figures 2, 3 and 4. Referring back to Figure
1, the signals produced at the output 16 of the apparatus 10, may drive an
annunciation device, which in this embodiment is a display device shown
generally at 18. The display device may be a computer monitor, for example,
and the apparatus 10 itself may be encompassed within a computer 20 having
a keyboard 22 for receiving user/operator input. It will be appreciated that the
transceiver 12 may be located inside or outside of the computer 20 and
merely serves to format the data received from the network component or
components, into a format compatible with and useful for the signal generator
14.

Referring to Figure 5, an exemplary signal generator is shown generally at 14.
This signal generator 14 includes a processor 24, permanent memory 26,
temporary memory 28 and an /O unit 30, all in communication with the

processor 24. Effectively the permanent memory stores code segments 32

for directing the processor 24 to carry out methods according to this




25

30

12376ROUSO1U

-11-

embodiment of the invention. In doing so, the processor may be directed to
access the temporary memory 28 and to access the I/O unit 30.

Effectively, the code segments 32 may be received at an input 34 of the 1/0
unit 30 and subsequently stored in the permanent memory 26. The code
segments may be received in a carrier wave, for example, which is
demodulated to extract the code segment and apply it as a data signal to the
input 34. Alternatively, the processor may have a disc drive or a tape drive
(not shown) for enabling the processor to receive the code segment 32 from a

computer readable medium.

The /O unit 30 has an input 36 for receiving alarm data, performance
degradation data and service level violation data, from one or more network
components capable of providing such data. In response, the code segment
32 directs the processor to store the data in the temporary memory 28. Then,
the code segment 32 directs the processor to examine and correlate the data
and to produce signals at an output 38 of the I/O unit 30, which in this
embodiment are received by a display signal generator 40 which has an
output 42 for producing a composite video signal for driving the display device
18 shown in Figure 1. Particular selections of what information is to be
included within the signals produced at the output 38, and ultimately the
signals included within the composite video signal produced at the output 42,
are determined by the correlations determined by the processor 24 and user
input received at a further input 44 of the I/O unit 30.

Referring to Figure 6, exemplary alarm data according to the first embodiment
of the invention may be provided to the transceiver 12 of Figure 1 from
network system components, in the form of a packet of data or data unit
shown generally at 50. In this embodiment the alarm data unit 50 includes a
data unit type field 52, a network element ID field 54, a network element name

field 56, an alarm identification field 58, a time field 61 and a plurality of other
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fields shown generally at 60, which generally define the alarm. The alarm
data further includes a root cause flag field 62 and a problem ID fieid 64.

In this embodiment, the alarm data unit 50 is prepared by an alarm correlator
device and method described in United States Patent application No.
09/298,832, which is owned by the assignee of the present application, and
which is incorporated herein by reference. This apparatus and method
provide for automatic correlation of problem identifications with network
element identifications and alarm identifications. Thus, before the alarm data
unit is received by the transceiver 12 the contents of the problem ID field 64 of
the alarm data unit 50 are determined by the above-mentioned alarm
correlator devices and method and this serves to establish at least an initial
correlation between problem identification and alarm identification and
network element identifications for use by the apparatus 10 according to this
embodiment. In addition, the alarm correlator described above identifies an
alarm indicative of the root cause of the problem identified in the problem ID
field 64 and provides a true or false value in the root cause flag field 62
indicating whether or not the alarm represented by the alarm data unit is
identified as the root cause of the problem identified in the problem ID field 64.

Referring to Figure 7, exemplary performance degradation data is shown in
the form of a performance degradation data unit shown generally at 70. This
type of performance degradation data unit 70 is provided to the transceiver 12
by network equipment capable of monitoring at least one network
performance metric. In this embodiment, the performance degradation data
unit includes a data unit type field 72, a network element name field 74, a
network element ID field 76, a unit field 78, a metric field 80 indicative of the
metric being monitored, an actual value field 82 for holding a value
representing an actual value of the metric identified by metric field 80, a
threshold field 84 for identifying a threshold value of the metric, a network

service field 86, a time field 88 for identifying when the measurement of the

metric was taken, and a blank problem ID field 90. The problem ID field is left
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blank for completion by the apparatus 10 according to the present
embodiment of the invention as it carries out the function of correlating as will

be described below.

Referring to Figure 8, service violation data is shown in the form of a service
violation data unit shown generally at 100 and is produced by network
equipment capable of monitoring service level agreement violations and
providing service violation data units of the type described. The service
violation data unit 100 includes a data unit type field 102, a customer field
104, a customer service field 106, a level field 108 for identifying the quality of
the service, a metric field 110 for identifying a network metric which is the
subject of a clause in a service level agreement, a delivered field 112 for
identifying the performance achieved under the metric, an agreed field 114 for
identifying the agreed performance to be provided under the metric according
to the service level agreement, a penalty/impact field 116 for identifying the
cost associated with failure to meet the agreed performance under the metric,
a contract ID field 118 for providing an index to a contract in which the
agreement as to performance under the metric is indicated, a time field 119
indicating the time of the service violation, and a plurality of network [D fields
shown generally at 120 for identifying network elements which affect the
ability to deliver the performance agreed under the metric, and finally a
problem ID field 122 which is left blank. Again, the problem ID field 122 is
completed by the apparatus 10 according to the present embodiment of the

invention in performing its correlation functions.

Effectively, the alarm data unit 50 shown in Figure 6, the performance
degradation data unit 70 shown in Figure 7, and the service violation data unit
100 shown in Figure 8, are presented to the transceiver of the apparatus 10
shown in Figure 1, by equipment which in this embodiment does not form part
of the apparatus 10 shown in Figure 1. Rather these data units are provided

by one or more network components having the capability of monitoring

network performance, to produce such data units.
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Effectively, in response to receiving data such as in data units of the type
shown in Figures 6 to 8, the apparatus shown in Figure 1 produces problem
records of the type shown at 130 in Figure 9. Such a problem record includes
a problem ID field 132, a problem description field 134, a violation count field
136, an alarm count field 138, a degradation count field 140, a cost field 142,
a time field 144, a cause and correction field 146, and a document reference
field 148. The contents of at least some of the above fields are represented in
the signals ultimately appearing at the output 42 of the display signal
generator shown in Figure 5, to produce a problem record, an exemplary one
of which is shown at 150 in Figures 2, 3 and 4 where the contents of the fields
shown in the problem record 130 shown in Figure 9 are shown in a line, in
association with each other. Furthermore, the contents of the fields shown in
Figure 9 represent information related to a system problem, and in this
embodiment, the signals produced by the apparatus shown in Figure 1, cause
a plurality of system problems to be listed in a problem list, along with similar
information relating to the system problem, arranged in a manner which
provides for easy comparison of problem information by an operator viewing a
display on which the problem list is presented. This information includes
problem priority information shown at 152, 154, 156 and 158 in Figure 2,
corresponding to fields 136, 138, 140 and 142 of problem record 130 shown
in Figure 9.

In order to produce a problem record 130, the code segment 32 shown in
Figure 5 directs the processor 24 to execute a process which is exemplified
by the process shown at 160 in Figure 10. This process begins by directing
the processor 24 to search the temporary memory 28 for uncorrelated data
units. This is exemplified at block 162 in Figure 10. In order to determine
whether or not a data unit is correlated or uncbrrelated, the appropriate
problem ID field 64 in Figure 6, 90 in Figure 7 and 122 in Figure 8, is read to

determine whether or not the contents bear a valid problem identification

code. Initially, therefore, if service violation data units 100 are received or
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performance degradation data units 70 are received without first having
received at least one alarm data unit 50, such service violation data units 100

and performance degradation data units 70 will not yet be correlated.

When an alarm data unit 50, shown in Figure 6, is received, an initial
correlation is provided between a problem ID as indicated in the problem ID
field 64 thereof and a network element ID as indicated in the network element
ID field 54 thereof. Then, any existing or subsequently received service
violation data units 100 and/or performance degradation data units 70 may be
correlated with an already received alarm data unit 50. Thus, if at block 164
there are new received data units, block 164 directs the processor to proceed
to block 166. When a new data unit is received, block 166 directs the
processor to process the new data unit according to the process shown at 166
in Figure 11.

The process shown in Figure 11 begins with block 168 which directs the
processor to determine whether or not the received data unit has a problem
ID in the problem ID field 64, 90 or 122 in Figures 6, 7 and 8, respectively. If
so, then block 170 directs the processor 24 to determine whether or not there
is a problem record 130 having a problem ID field 132 with the same problem
ID. If not, then block 172 directs the processor 24 to create a problem data
record for this problem ID. In this regard, a blank problem record is produced.
If at block 170 there is an existing problem record for the identified problem, or
if a new problem record has been created, block 174 directs the processor 24
to update the problem record fields for the identified problem. To do this, the
processor 24 is directed to the process shown at 176 in Figure 12.

Referring to Figure 12, block 178 directs the processor 24 to increment the
corresponding violation count field 136, alarm count field 138 or degradation
count field 140, depending on the data unit type of the new data unit. Block

180 then directs the processor 24 to compare the problem record time field

144 to determine whether or not there is a prior/older time in the new data unit
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and, if so, then block 182 directs the processor 24 to update the problem time
field 144 shown in Figure 9 with the time in the time field 61, 88 or 119 of the
new associated data unit 50, 70 or 100. Then, block 184 directs the
processor 24 to determine whether or not there is a penalty associated with
the problem as indicated if the new data unit is a service violation data unit
100, and if so, block 186 directs the processor 24 to add the cost indicated in
the penalty impact field 116 of the service violation data unit 100 shown in
Figure 8, to the cost field 142 of the associated problem record 130 shown in
Figure 9.

It will be appreciated by one of ordinary skill in the art that there are
alternative ways to calculate a problem cost for the problem cost field 142.
Such alternatives could involve identifying particularly important customers,
related to the data units, identifying particularly important network elements,

or accessing additional data relating to problem cost, for example.

After completing block 174, the processor 24 is then directed back to block
188 of Figure 11, which causes it to read the contents of the root cause flag
field 62 if the new data unit is an alarm data unit 50 shown in Figure 6, to
determine whether or not the contents of the root cause flag field 62 indicates
that the alarm data unit 50 shown in Figure 6 is associated with a root cause
of the problem. If so, then block 190 directs the processor 24 to look in a
lookup table (not shown) to locate and produce signals to display corrective
information and an associated document reference, for the indicated root

cause.

If the root cause flag 62 is found not to be set, such that the alarm data unit is
not associated with the root cause of the problem, or if corrective action and a
document reference for an indicated root cause have been provided, the
process shown in Figure 11 is completed and the processor 24 is returned to
block 162 in Figure 10. Thus, the processes carried out by blocks 162

through 166 and the processes shown in Figures 11 and 12, serve to create
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or update problem records in response to correlated data units received by
the apparatus 10.

If at block 162, an uncorrelated data unit is found in the temporary memory
28, block 200 directs the processor 24 to get the uncorrelated data unit from
memory. Then, block 202 directs the processor 24 to determine whether or
not any correlated data unit (that is one having a completed problem ID field
64, 90 or 122 in Figures 6, 7 or 8, respectively), has not yet been compared to
the data unit obtained at block 200. If all correlated data units have been
compared to the presently obtained data unit, then the processor 24 is
directed back to block 160. If any correlated data unit has not yet been
compared to the present data unit, then block 204 directs the processor 24 to
determine whether or not the present data unit is associated with the same
network element of another data unit with which a problem ID has been
associated. If not, then the processor 24 is directed back to block 202 to
compare the present data unit with any other correlated data unit with which it
has not yet been compared. If at block 204, the present data unit and the
data unit to which it is being compared share a network element, then block
206 directs the processor 24 to use a lookup table to determine whether

alarms and metrics indicate a common problem.

Each data unit has either a type of metric or type of alarm indicated at 58 in
Figure 6, at 80 in Figure 7, or at 110 in Figure 8. The lookup table (not
shown) indicates whether different types of alarm and types of metric are
symptomatic of a common problem. The lookup table contains one such
indication for each possible pairwise combination of alarm and metric types.
Thus, by looking up the type of alarm or metric 58, 80, or 110, from both the
present data unit and the existing correlated data unit to which it is being
compared, the lookup table indicates whether these data units relate to a
common problem. if they do not relate to a common problem, then the
processor 24 is directed back to block 202. If they relate to a common

problem, the processor 24 is directed to block 208 which causes it to correlate

the present data unit with the existing correlated data unit. This is done by
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storing the contents of the problem ID field of the existing correlated data unit
in the problem ID field of the present uncorrelated data unit (thereby making it
correlated). Then, the process shown at 176 in Figure 12 is run to update the
problem record 130 shown in Figure 9. In the above manner, problem
records are continually updated as new data units and previously uncorrelated

units are correlated with existing correlated data units.

It will be appreciated by one of ordinary skill in the art upon review of this
specification that there are alternative ways to correlate data units. The
particular data fields to be compared and the manner of comparison will

depend on the application domain and desired result.

Referring to Figures 2, 3 and 4, the processor 24 shown in Figure 5, is
programmed to receive user input such as may be provided by the keyboard
22 shown in Figure 1, to permit a user to select problems from among the
problem list, for which more detail is desired. More detail is provided in the
form of a detail list, which in this embodiment includes details of service
violations as shown at 210 in Figure 2, alarms such as shown at 212 in Figure

3, and performance degradations such as shown at 214 in Figure 4.

Referring to Figure 2, in this embodiment, service violations are displayed on
respective rows and the data seen on each respective row is obtained from
corresponding fields of the associated service violation data unit 100 shown in
Figure 8. The appropriate service violation data unit is determined by the
contents of the problem ID field 122, which is specified by the problem
selected by the user from the problem list. Thus, using the problem ID
associated with the user selected problem from the problem list, service
violation data associated with the identified problem may be listed and

displayed.

Similarly, alarm information for each alarm is shown on a respective line or
row in the display shown at 212 in Figure 3. Similarly, performance
degradation information is shown on respective rows of the display 214 shown
in Figure 4.
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Referring to Figures 2, 3 and 4, it will be appreciated that once a user selects
a problem from the problem list, the user may then select one of three tabs
216, 218 and 220, to cause details of service violations, alarms, and

performance degradations respectively to be displayed.

In addition, the display produced by the apparatus may include a further
information area shown generally at 222 for providing further information
pertinent to resolution of the problem. Such additional information may be
provided by accessing one or more lookup tables using the contents of any of
the fields in any row of the displayed detail list. Thus, for example, notes
about the contracted level of service for a selected customer, and customer
contact information, may be provided in the further information area 222. In
addition, a view contract button 224 may be provided on the display to provide
an immediate link to the actual service contract with the indicated customer,
which in this example is "Joe's Garage". Similarly, as shown in Figure 3,
information about the location of a selected alarm may be provided in the

further information area 222.

Similarly, referring to Figure 4, trend information, for example, may be shown
in the further information area, to indicate trends of a particular metric on a
particular piece of equipment such as "474 Bank RTR" may be displayed.
Rather than providing such trend information in a lookup table, the processor
24 may be programmed to access a server for such information in response
to user selection of a particular row in area 214. In the above manner, a
system probiem hierarchy is shown whereby a problem list listing problems
with the system providing the service to customers, shown at 151 in Figures
2, 3 and 4, is provided at the top of the display and sub-components of a
selected problem are selectively displayed in a middle portion of the display,
as shown at 210, 212 and 214, and further information relating to user
selected details listed in the middle portion of the display are shown in a lower
portion of the display, as shown at 222 in Figures 2, 3 and 4, thus completing
and facilitating the display of problem hierarchy.
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Thus, the apparatus and methods described herein provide for identifying and
prioritizing problems in a system in order to determine appropriate strategies
or scheduling for maintenance or repair. Systems may exhibit many
symptoms and effects related to problems that can be much more easily
assessed with the help of the apparatus and methods described herein to

organize and present appropriate information in a comprehensive manner.

While specific embodiments of the invention have been described and
illustrated, such embodiments should be considered illustrative of the

invention only and not as limiting the invention as construed in accordance

with the accompanying claims.
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What is claimed is:

A method of annunciating problems in a system, comprising producing
signals for concurrently indicating a plurality of system problems and
problem priority information associated with said system problems, in

response to data representative of system conditions.

The method of claim 1 wherein producing signals for depicting problem
priority information comprises quantifying a relative importance of said

system problems.

The method of claim 2 further comprising producing signals which

represent a cost associated with at least one problem.

The method of claim 3 wherein producing signals which represent a
cost, comprises determining service level agreement penalties

associated with breaches of service level agreement clauses.

The method of claim 1 wherein producing said signals comprises
producing signals which identify some of said performance degradation
information and said service violation information as being associated

with a root cause of one of said plurality of system problems.

The method of claim 5 further comprising receiving from an alarm
correlator an indication of an alarm associated with a root cause of a
problem.

The method claimed in claim 1 wherein producing signals comprises
producing signals for use by a display device for producing a display

image.




10

15

20

25

30

12376ROUS01U

10.

11.

12.

13.

14.

-22-

The method of claim 7 further comprising enabling user selection of at
least one of performance degradation information, alarm information
and service violation information, for concurrent display with an

associated system problem.

The method of claim 1 wherein producing signals for depicting problem
priority information comprises producing signals for depicting at least
one of performance degradation information and service violation

information.

The method of claim 9 wherein producing signals for depicting problem
priority information comprises correlating said performance degradation
information and said service violation information to identify said

problem priority information associated with said system problems.

The method of claim 10 wherein producing signals for depicting
problem priority information comprises quantifying at least one of
performance degradation information and service violation information
to identify said problem priority information associated with said system

problems.

The method of claim 11 further comprising receiving a plurality of alarm
data units.

The method of claim 11 further comprising receiving a plurality of
performance degradation data units for providing said performance
degradation information.

The method of claim 11 further comprising receiving a plurality of
service violation data units for providing service violation information.
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The method of claim 11 further comprising receiving alarm data units
for providing alarm information receiving performance degradation data
units for providing performance degradation information and receiving

service violation data units for providing service violation information.

The method of claim 15 further comprising associating at least one of
said performance degradation information and said service violation

information with one of said system problems.

The method of claim 16 further comprising producing signals
representing a count of at least one of said alarm data units, said
performance degradation data units and said service violation data

units related to said one of said system problems.

The method of claim 1 wherein producing signals comprises producing
signals for displaying a system problem hierarchy including at least one
system problem, and at least one of performance degradation
information, alarm information and service violation information

associated with a selected one of said problem objects.

The method of claim 1 further comprising transmitting said signals to a

display device for use in producing a visual display.

The method of claim 1 further comprising producing a display image in
response to said signals.

A method of annunciating problems in a system comprising displaying
a plurality of system problems and problem priority information
associated with said system problems in response to data

representative of system conditions.
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A computer readable medium for providing instructions for directing a
processor circuit to produce signals for concurrently indicating a
plurality of system problems and problem priority information
associated with said system problems, in response to data
representative of system conditions.

A signal embodied in a carrier wave, said signal comprising a code
segment for directing a processor circuit to produce signals for
concurrently indicating a plurality of system problems and problem
priority information associated with said system problems, in response

to data representative of system conditions.

An apparatus for annunciating problems in a system, comprising

a) means for receiving data representative of system conditions;
and
b) means for producing signals for concurrently indicating a

plurality of system problems and problem priority information

associated with said system problems, in response to said data.

An apparatus for annunciating problems in a system, comprising:

a) a receiver for receiving data representative of system conditions;

and

b) a signal generator for producing signals for concurrently
indicating a plurality of system problems and problem priority
information associated with said system problems, in response

to said data.




10

15

20

25

30

12376ROUS01U

26.

27.

28.

29.

30.

31.

32.

-25-

The apparatus of claim 25 wherein said signal generator comprises a
processor circuit configured to quantify the relative importance of said

system problems.

The apparatus of claim 26 wherein said processor circuit is configured

to associate a cost with at least one system problem.

The apparatus of claim 27 wherein said processor circuit is configured
to produce signals representing service level agreement penalties
which are associated with breaches of service level agreement
clauses, in response to said data.

The apparatus of claim 25 wherein said signal generator comprises a
processor circuit configured to identify some of said performance
degradation information and said service violation information as being
associated with a root cause of one of said plurality of system

problems.

The apparatus of claim 29 wherein said processor circuit is configured
to receive from an alarm correlator an indication of an alarm associated

with a root cause of a problem.

The apparatus claimed in claim 25 wherein said signal generator is
operable to produce signals for use by a display device for producing a

display image.

The apparatus of claim 31 wherein said signal generator is operable to
produce signals for concurrently displaying with an associated system
problem at least one of performance degradation information, alarm

information and service violation information.
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The apparatus of claim 32 wherein said signal generator is operable to
produce said signals for concurrently displaying said at least one of
performance degradation information, alarm information and service

violation information in response to user input.

The apparatus of claim 25 wherein said signal generator is configured
to produce signals for depicting at least one of performance
degradation information and service violation information.

The apparatus of claim 34 wherein said signal generator is configured
to correlate said performance degradation information and said service
violation information to identify said problem priority information
associated with said system problems.

The apparatus of claim 35 wherein said signal generator is configured
to quantify at least one of performance degradation information and
service violation information to identify said problem priority information

associated with said system problems.

The apparatus of claim 36 wherein said signal generator is configured

to receive a plurality of alarm data units.

The apparatus of claim 36 wherein said signal generator is configured
to receive a plurality of performance degradation data units for

providing said performance degradation information.
The apparatus of claim 36 wherein said signal generator is configured
to receive a plurality of service violation data units for providing service

violation information.

The apparatus of claim 36 wherein said signal generator is configured

to receive alarm data units for providing alarm information, receive
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performance degradation data units for providing performance
degradation information and receive service violation data units for

providing service violation information.

The apparatus of claim 40 wherein said signal generator is configured
to correlate at least one of said alarm information, performance
degradation information, service violation information with one of said

system problems.

The apparatus of claim 41 wherein said signal generator is configured
to produce a count of at least one of said alarm data units, said
performance degradation data units and said service violation data
units related to said one of said system problems.

The apparatus of claim 25 wherein said signal generator is configured
to indicate a system problem hierarchy including at least one system
problem, and a representation of at least one of performance
degradation information, alarm information and service violation
information associated with one of said system problems, selected by a

user.

The apparatus of claim 25 further comprising a transmitter for

transmitting said signals to a display device.

A display apparatus for annunciating problems in a system, the

apparatus comprising:

a) a receiver for receiving data representative of system conditions;

b) a signal generator for producing signals for concurrently

indicating a plurality of system problems and problem priority
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information associated with said system problems, in response

to said data; and

c) a display device for producing a visual image in response to said

5 signals.
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ABSTRACT

A method, apparatus, computer-readable media and user interface for
annunciating problems in a system. The method involves producing signals
for concurrently indicating a plurality of system problems and problem priority
information associated with the system problems based on data representing
system conditions. Such signals may be used to drive a display device.
Operator input signals may be received to permit selection of a particular
problem for which details are provided. The indication of priority information
assists a system manager or operator to quickly prioritize system problems
according to different perspectives provided by different priority information.
Optionally, the operator can also view any of the detailed information related
to the particular system problem, which may include alarm information,
performance degradation information, service violation information, or

penalties or lost income, for example.
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DECLARATION AND POWER OF ATTORNEY

As a below-named inventor, I hereby declare that:
My residence, post office address and citizenship are as stated below beneath my name,

I believe that I am the original, first and sole inventor [if only one name is listed below] or an
original, first and joint inventor [if plural names are listed below] of the subject matter which is
claimed and for which a patent is sought on the invention entitled:

METHOD, APPARATUS, COMPUTER-READABLE MEDIA AND USER INTERFACE
FOR ANNUNCIATING PROBLEMS IN A SYSTEM

the specification of which [check one])
[x] is attached hereto

[ ] was filed on as Application Serial No.

I hereby state that I have reviewed and understand the contents of the above-identified specification,
including the claims, as amended by any amendment referred to above.

I acknowledge the duty to disclose information which is material to the examination of this
application in accordance with Title 37, Code of Federal Regulations §1.56(a).

"(a) A patent by its very nature is affected with a public interest. The public interest is
best served, and the most effective patent examination occurs when, at the time an
application is being examined, the Office is aware of and evaluates the teachings of all
information material to patentability. Each individual associated with the filing and
prosecution of a patent application has a duty of candor and good faith in dealing with the
Office, which includes a duty to disclose to the Office all information known to that
individual to be material to patentability as defined in this section. The duty to disclose
information exists with respect to each pending claim until the claim is cancelled or
withdrawn from consideration, or the application becomes abandoned. Information
material to the patentability that is cancelled or withdrawn from consideration need not be
submitted if the information is not material to the patentability of any claim remaining under
consideration in the application. There is no duty to submit information which is not
material to the patentability of any existing claim. The duty to disclose all information
known to be material to patentability is deemed to be satisfied if all information known to
be material to patentability of any claim issued in a patent was cited by the Office or
submitted to the Office in the manner prescribed by Section 1.97(b)-(d) and 1.98.

However, no patent will be granted on an application in connection with which fraud on the
Office was practiced or attempted or the duty of disclosure was violated through bad faith
or intentional misconduct. The Office encourages applicants to carefully examine:

(@8] prior art cited in search reports of a foreign patent office in a counterpart
application,
) the closest information over which individuals associated with the filing or

prosecution of a patent application believe any pending claim patentably
defines, to make sure that any material information contained therein is
disclosed to the Office.




I hereby declare that all statements made herein of my own knowledge are true and that all

statements made on information and belief are believed to be true; and further that these statements
were made with the knowledge that wilful false statements and the like so made are punishable by
fine or imprisonment, or both, under Section 1001 of Title 18 of the United States Code and that
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